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A KINETIC MONTE CARLO APPROACH FOR SIMULATING
CASCADING TRANSMISSION LINE FAILURE∗
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AND MIHAI ANITESCU†

Abstract. In this work, cascading transmission line failures are studied through a dynami-
cal model of the power system operating under fixed conditions. The power grid is modeled as a
stochastic dynamical system where first-principles electromechanical dynamics are excited by small
Gaussian disturbances in demand and generation around a specified operating point. In this context,
a single line failure is interpreted in a large deviation context as a first escape event across a surface
in phase space defined by line security constraints. The resulting system of stochastic differential
equations admits a transverse decomposition of the drift, which leads to considerable simplification in
evaluating the quasipotential (rate function) and, consequently, computation of exit rates. Tractable
expressions for the rate of transmission line failure in a restricted network are derived from large devi-
ation theory arguments and validated against numerical simulations. Extensions to realistic settings
are considered, and individual line failure models are aggregated into a Markov model of cascading
failure inspired by chemical kinetics. Cascades are generated by traversing a graph composed of
weighted edges representing transitions to degraded network topologies. Numerical results indicate
that the Markov model can produce cascades with qualitative power law properties similar to those
observed in empirical cascades.
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1. Introduction. Because of recent blackout events, cascading failure in the
power grid—whereby a local network disturbance may cause systemwide disruptions
that result in loss of power to significant parts of the network [18, 42, 22, 51, 45]—
has become an increasingly important field of study. The uncertain nature of power
demand fluctuations in electrical transmission networks, together with the increasing
penetration of uncertain power sources such as renewable energy, has made the threat
of cascading failure more pronounced. The ability to quantify the probability of
infrastructure component failure due to generation and demand variation is critical
to the safe operation of the power grid. Furthermore, it is important to understand
how these failure probabilities are related to the controllable properties of the network.
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SIMULATING CASCADING TRANSMISSION LINE FAILURE 209

Previous work in power system reliability has developed methods for studying
both individual component and cascading grid failures. In [50, 35], Monte Carlo
simulation and large deviation arguments were employed to estimate the probability
of individual component failure. Among the various models of cascading failure that
have been proposed, a central theme is that of a power law governing the relationship
between cascade severity and frequency [18, 40]. In previous work, Dobson et al. [18]
identified economic and engineering factors that counterbalance each other to drive the
system’s operating state toward a critical point. The “slow” dynamics help explain the
prevalence of power laws describing cascade severity and have inspired recent work
studying the cascading failure mechanism and its relation to power grid operating
conditions. In particular, recent approaches have analyzed cascading failures with
rare event simulation methodologies (such as splitting and importance sampling) or
specialized models that address certain properties of the grid (such as loading levels,
as in [43]).

In this work, we continue recent trends that analyze cascading failures with rare
event methodologies, but we rely on the theory of large deviations to computationally
streamline the calculation of failure probabilities. In particular, we model the dynam-
ics of the power grid from a first-principles, physically inspired approach and reduce
the problem of dynamical Monte Carlo simulation at low temperatures to the solution
of a nonlinear program (NLP). Drawing inspiration from [13], we introduce stochastic
fluctuations in demand and generation to a standard dynamical model of the classi-
cal power transmission network [6, 5, 15, 54, 55, 53] and interpret transmission line
failures as first exit events for the resulting stochastic dynamics. Despite several as-
sumptions of these classical system models, which include disregarding transmission
losses, they have favorable properties, such as port-Hamiltonian structure [48], that
render them amenable to analytical treatment.

We employ the theory of small noise transitions for irreversible diffusion pro-
cesses [11, 20, 26] to derive asymptotically valid expressions that describe the rate of
failure of transmission lines in a restricted network. Our analytic expression (i) char-
acterizes the probability density of the time to failure for system dynamics initialized
at a stable equilibrium, or “operating point,” (ii) is computable, and (iii) provides
a clear and interpretable relation between line failure probability and the proper-
ties of the power grid. Based on the analytic approach to describing line failure, we
adapt our model to more realistic scenarios (including finite-temperature regimes and
more complex networks), and we develop a composite model of cascading failure that
aggregates the models of individual component failure.

This manuscript is structured as follows. In section 2 we study the individual
line failure problem. We present the stochastic dynamical model of the power grid,
define line failure in a restricted model of the power grid, derive expressions for the
asymptotic failure rate in this context, and present numerical results that justify
our analysis. In section 3 we study potential pathologies of the line failure problem
that complicate the straightforward application of results derived in section 2 to real
systems. We find that the numerical evidence supports the claim that the simplified,
tractable problem studied in section 2 may be a reasonable approximation of the line
failure rates of practical interest. From our findings, in section 4 we employ our model
of individual line failure to develop a chemical-kinetics-inspired Markov simulator of
cascading line failures. In this section, we present validation results in the context of
observed cascade data and discuss numerical and theoretical properties of the discrete
state space Markov model. In section 5 we present our conclusions and briefly outline
areas for future research.
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210 ROTH, BARAJAS-SOLANO, STINIS, WEARE, AND ANITESCU

Contributions. The key contributions of our work are (i) the development of a
tractable expression for the failure rate of an individual transmission line due to small
perturbations in power demand and generation, and (ii) the assembly of individual
failures in a kinetic Monte Carlo (KMC) setting to describe macroscopic properties
similar to real systems.

2. Unconditional failure rate. In this section we proceed to define the un-
conditional line failure problem (Definition 2.2), derive analytic expressions for the
rate of failure ((2.26) and (2.27)), and present validation results (Figures 2.3 and 2.4)
justifying their correctness.

2.1. Transmission model. We model the power transmission network as the
undirected graph (B, E), where B denotes the set of N network buses (graph nodes,
and short for “busbar,” the physical connection nodes in a transmission network) and
E denotes the set of transmission lines (graph edges). The set of buses B is split into
three disjoint subsets corresponding to three types of bus: (i) electricity-producing
generator buses (alternatively called “PV -buses” after the two exogenous variables
associated with the node), G, (ii) electricity-consuming load buses (alternatively called
“PQ-buses” after the two exogenous variables associated with the node), L, and
(iii) network-balancing slack or reference buses (alternatively denoted “SL-buses”),
S (here we follow standard terminology from the power systems literature [7, 25]1).
For simplicity in this work we assume that |S| := 1, which corresponds to only one
slack bus.

To model the short-term dynamics of the transmission network around operating
conditions, which we define below, we employ a structure-preserving, energy-based
model of port-Hamiltonian form [48, 44] based on the so-called swing equations (see
[7] and the supplemental material for more detail). Port-Hamiltonian models differ
from traditional Hamiltonian models by allowing nonconservative forces (in our case,
damping) to enter the dynamical equations at predefined locations called “ports”
while preserving important features of a Hamiltonian structure. Similar models have
been employed for stability analysis [5, 15, 13] and cascading failure analysis [54, 53]
of power grid systems. In our case, we assume that the short-term dynamics remain
applicable over indefinitely long time horizons, since we are interested in studying
operation around the synchronous point [44]. To present the dynamics model, we
employ the following notation. For a vector RN , [·]X denotes the subvector corre-
sponding to the subset of indices X ⊆ [1, N ]. Additionally, IX denotes the identity
matrix of dimension |X|, OX×Y denotes the rectangular zero matrix of |X| rows and
|Y | columns, 1X denotes the column vector of ones of dimension |X|, and x∗ denotes
complex conjugation of x.

The network state at time t is described by the bus voltage magnitude, [Vt]i,
the bus phase angle with respect to the angular reference, [θt]i, and the bus angular
frequency, [ωt]i, for each bus i ∈ [1, N ]. The electromechanical dynamics of the
power transmission network are modeled by the set of (singularly perturbed) ordinary
differential equations [5, 15]

(2.1) ẋt = −K∇Hy(xt), x0 = x̄, K := S − J,

1In load flow analyses, the slack bus serves as a source/sink node capable of satisfying any network
power imbalances; in lossless networks, this means ensuring that electrical production equals electrical
demand. In a power network, the largest generator is traditionally selected to be the slack bus. In
power system dynamics, the state space evolution is typically measured relative to a systemwide
average phase angle (center of inertia) or a particular component; in our case we give the slack bus
the dual role of both balancing the network and serving as the system’s angular reference.
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SIMULATING CASCADING TRANSMISSION LINE FAILURE 211

where xt := ([ωt]
>
S∪G , [θt]

>
G∪L, [Vt]

>
L ) ∈ Rd, d = 2N − 1, is the state vector of the

network dynamics, composed of the vectors of generator angular frequencies, [ωt]S∪G ,
generator and load bus relative phase angles, [θt]G∪L, and load bus voltage magni-
tudes, [Vt]L; J is a skew-symmetric “connection” matrix, and S is a diagonal “damp-
ing” matrix with nonnegative entries such that (2.1) is of port-Hamiltonian form [48].
Historically, singular perturbation models have been introduced to address limitations
in static load models, particularly at low voltages, and here we follow [5]. By Hy(·)
we denote the system’s energy function parameterized by the network parameters
y := {[δ]S , [V ]S∪G , B

y, P y0 , Q
y
0,M

g, Dg, Dd, Dε} and given by [34, 36]

(2.2)
Hy(x) :=

1

2
〈[ωt]S∪G , Mg [ωt]S∪G〉+

1

2
〈[vt]L, By [vt]L〉

+ 〈[P y0 ]G∪L, [θt]G∪L〉+ 〈[Qy0]L, log[Vt]L〉 ,

where Mg is the diagonal matrix of generation inertia constants, By is the network’s
sparse susceptance matrix (the Laplacian weighted by the imaginary part of the recip-
rocal of the line admittance, describing the transmission system’s interconnections),
[P y0 ]G∪L is the vector of net active power at the G ∪ L buses at operating condi-
tions, [Qy0]L is the vector of net reactive power at the load buses at operating con-
ditions, [vt]L is the vector of voltage phasors defined elementwise at the load buses
as [vt]i := [Vt]i exp j[θt]i (where j denotes the imaginary unit), [δ]S is the angular
reference, and 〈·, ·〉 denotes the (Hermitian) inner product. Since we do not consider
variations of the network parameters y in this work, for the remainder of the article
we drop the dependence on y. This model, like other structure-preserving models, dis-
regards transmission losses so that the line connectivity information is fully encoded
in the susceptance matrix. The matrices J and S are given by [55] as

J =

 0 −(Mg)−1T>1 0
T1(Mg)−1 0 0

0 0 0

 ,(2.3)

S =

(Mg)−1Dg(Mg)−1 0 0
0 T>2 (Dd)−1T>2 0
0 0 (Dε)−1IL

 ,(2.4)

where Dg is the diagonal matrix of generator damping constants, Dd is the diagonal
matrix of real load damping constants, and Dε is a singular perturbation parameter
governing the system’s proximity to instantaneously satisfying circuit law constraints
(i.e., proximity to the power flow manifold [8]). Here, the matrices T1 and T2 are
given by [55] as

(2.5) T1 =

[
−1G IG
−1L OL×G

]
, T2 =

[
OG×L
IL

]
.

We remark that K := S−J is invertible and positive definite (though not symmetric)
[54], and hence the system qualifies as a “quasigradient” system [14] and is only a linear
coordinate-transformation away from a gradient system. A more detailed derivation
of our port-Hamiltonian model from the governing equations of power transmission
network dynamics is summarized in the supplemental material.

It remains to specify the operating conditions, i.e., the initial conditions x̄ in (2.1).
For given network parameters y, the equilibrium condition ∇H(x) = 0, or, equiva-
lently, arg minxH(x), defines a set of metastable critical points for the deterministic
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212 ROTH, BARAJAS-SOLANO, STINIS, WEARE, AND ANITESCU

dynamics (2.1) differing from one another by a factor of 2nπ, n ∈ Z, along each an-
gular direction (see Figure 2.1(b)). We denote by x̄ the stable critical point closest to
the origin in the angular directions, that is,

(2.6) x̄ := arg min
x∈X

|θ(x)|, X = {x : ∇H(x) = 0, ∇2H(x) � 0}.

To account for fluctuations in power demand and generation, we introduce noise
into (2.1) through scaled Gaussian perturbations at appropriate indices. Load per-
turbations are assumed to be the aggregate result of independent consumer device
behavior, and generator perturbations are assumed to be small fluctuations in active
generation capacity. The perturbations are assumed to affect net real (P0) and net
reactive (Q0) power directly and are gathered into a simple additive term in the sto-
chastic dynamics (see the supplemental material for more detail). The noise model
proposed here differs slightly from previous work [13, 30] through the inclusion of
generator perturbations (which are associated with generator damping, introduced
for numerical purposes), but its specific form allows us to perform the analysis pre-
sented in subsection 2.3. Our stochastic port-Hamiltonian model for the grid dynamics
then becomes [13]

(2.7) dxτt = (J − S)∇H (xτt ) dt+
√

2τS1/2dWt, xτ0 = x̄,

where Wt ∈ Rd is a vector of d independent Wiener processes and the parameter τ
defines the strength of the scaled load and generation fluctuations.

We mention three important properties of the stochastic differential equation
(SDE) (2.7), which we summarize in the following remark.

Remark 2.1 (SDE properties).
1. The SDE is irreversible because of the presence of the antisymmetric “con-

nection” matrix J [47], and it represents a form of nonequilibrium Markovian
dynamics. Typically, irreversibility makes a system difficult to analyze; how-
ever, this is mitigated in our case by the following property.

2. System (2.7) admits a transverse decomposition of the drift [20, 11, 10]; see
Appendix A.

3. The stochastic port-Hamiltonian model (2.7) has the Gibbs measure

(2.8) µτ = (Zτ )−1 exp [−H(x)/τ ] , Zτ :=

∫
exp [−H(x)/τ ] dx

(for τ > 0), as its stationary distribution [24].

We choose a stochastic model for the grid dynamics with such properties (specifically
the final two) because they will greatly simplify analyzing transmission line failures
as first exit events [20, 11].

2.2. Unconditional failure problem. We now motivate our underlying prob-
lem, formally introduced in Definition 2.2. For the power transmission network de-
scribed by the model (2.7), we are interested in quantifying the time it takes for the
line energy of the lth line, denoted Θl, to exceed a given safety threshold Θmax

l . Dis-
regarding transmission losses, the line energy Θl is given in terms of the network’s
state x by

il = (vi − vj)Bij ,(2.9)

Θl(x) = |il|2 = ili
∗
l = B2

ij

[
V 2
i − 2ViVj cos(θi − θj) + V 2

j

]
,(2.10)
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SIMULATING CASCADING TRANSMISSION LINE FAILURE 213

where (i, j) denote the start and end buses of the lth line, respectively; Bij denotes
the susceptance of the lth line; and il denotes the current phasor of the lth line. The
safety criterion Θl(x) < Θmax

l defines a safety region in state space

(2.11) Dl := {x : Θl(x) < Θmax
l } ,

which contains the equilibrium point x̄. When the lth line energy exceeds the corre-
sponding threshold, the line is said to fail irreparably, resulting in the disconnection
of the line from the network. Therefore, we can interpret the lth line failure as the
first exit of the stochastic dynamics (2.7) from the basin of attraction of x̄ through the
boundary ∂Dl of the safety region (see Figure 2.1(a)). Note that each of the meta-
stable equilibria has a safety region associated to it (see Figure 2.1(b)), but we are
only concerned with the safety region that contains the operating conditions defined
in (2.6).

(a) (b)

Fig. 2.1. Energy surface contour and failure region (dotted area) for a slack-load transmission
line (line 2) in the 3-bus power transmission system [54]; see section SM2.3 of the supplement for
more detail. (a) Local basin of attraction of x̄ and safety region. (b) Various metastable configura-
tions with their respective basin of attraction and safety regions.

In a power system, the automatic line relay trigger event effectively removes that
line from the network, which we model by setting its susceptance to zero, though
continuous formulations have been proposed [54]. This discrete change to the system
matrix B affects the energy function as well as the system’s subsequent dynamics but
not before the first failure, thus leaving the relevant properties of Remark 2.1 intact.
When following the network’s dynamics, the trajectory may wander into a region of
state space where Θk ≥ Θmax

k for k 6= l, thereby triggering the relay corresponding to
line k before triggering the relay corresponding to line l of interest. In section 2, we
assume that line l of interest is the only fallible line in the network. This consideration
is summarized in the following definition.

Definition 2.2 (unconditional and conditional failure events). An unconditional
failure event for line l is defined as an event at time t such that Θl(xt) ≥ Θmax

l , re-
gardless of any previous failure events Θk(xs) ≥ Θmax

k for k 6= l and s < t. This
terminology arises in contrast to conditional failure events, in which the event of in-
terest is the line l failure (transgression through ∂Dl) conditioned on this transgression
being the first transgression through any boundary for the full network.

The conditional problem is the appropriate framework for computing the failure
rate of practical interest, but drawing a mapping between the two types of failure
problems is difficult. We return to the conditional-unconditional failure distinction in
section 3 and study the unconditional failure problem until then.
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2.3. Quasistationary exit rate. For the stochastic process xτt defined by (2.7),
we are interested in the probability distribution of the first exit time, or “first passage
time,”

(2.12) T τ∂Dl := inf {t > 0 : xτt ∈ ∂Dl} ,

where the boundary ∂Dl of the safety region Dl satisfies the following conditions:
(A.i) 〈(J − S)∇H(x), n(x)〉 < 0 for all x ∈ ∂Dl, where n(x) is the outward vector

normal to ∂Dl at x. Equivalently, the surface ∂Dl is noncharacteristic.
(A.ii) 〈∇H(x), n(x)〉 > 0 for all x ∈ ∂Dl.

These assumptions ensure that the deterministic dynamics started at points along
∂Dl converge toward the stable point x̄. Numerical analysis of various IEEE power
transmission system test cases indicates that these assumptions are in general valid
for line failure criteria of the form (2.10).

For the stochastic port-Hamiltonian system and line failure criteria satisfying
assumptions (A.i) and (A.ii), we have that, in the limit τ → 0, the mean first passage
time (MFPT) ET τ∂Dl satisfies the limit [26]

(2.13) lim
τ→0

τ logET τ∂Dl = min
x∈∂Dl

V (x̄, x),

where V (x̄, x) is the so-called Freidlin–Wentzell quasipotential [20]. Since our port-
Hamiltonian system admits a transverse decomposition (Remark 2.1), calculation of
the quasipotential is simplified considerably [26]. In this case, by definition, the
quasipotential satisfies the properties V (x̄, x̄) = 0 and V (x̄, x) ≥ 0 for all x ∈ Dl and
solves the Hamilton–Jacobi equations [26] for (2.7):

(2.14) 〈∇V (x), SV (x)〉+ 〈(J − S)∇H(x),∇V (x)〉 = 0, x ∈ Dl.

One can verify by substitution that

(2.15) V (x̄, x) := H(x)−H(x̄)

satisfies (2.14) and the properties of the quasipotential listed above. Here we pause
to make the following remark.

Remark 2.3 (quasipotential evaluation). Since (2.15) satisfies the definition of a
quasipotential for dynamics (2.7), quasipotential evaluation is equivalent to point
evaluation of the energy function and does not require path optimization to compute
the Freidlin–Wentzell action functional [20] (which forms the basis for most quasi-
potential computations). Fundamentally, this is due to the existence of a transverse
decomposition for the drift vector.

The limit (2.13) indicates that the MFPT is of order exp[V (x̄, x?)/τ ], where we
define x? (the unconditional “exit point”) as the solution to the following nonlinear
program:

(2.16) x? = arg min
x∈∂Dl

H(x),

which corresponds to the most likely exit point of the stochastic dynamics along the
surface ∂Dl in the limit τ → 0. For the remainder of this section, we assume that x?

is unique, although we return to this issue in section 3.
Over the period of time 1� t� exp[V (x̄, x?)/τ ], the diffusion process is charac-

terized by a “quasistationary” (metastable) equilibrium in which the process forgets
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its initial condition and the probability mass is concentrated around the equilibrium
point x̄ according to the quasistationary density [11]. Probability mass is then lost
through the boundary ∂Dl at an approximately constant rate λτ known as the “quasi-
stationary exit rate.” It is known that for Markov processes starting from quasista-
tionary distributions, the distribution of first passage times is exponential with mean
given by the reciprocal of the exit rate [12, 28]. Thus, in order to characterize the
distribution of first passage times for the quasistationary range in the limit τ → 0, it
suffices to approximate λτ .

2.4. Asymptotic expression for the exit rate. We derive zeroth- and first-
order approximations for the unconditional rate of transmission line failure.

2.4.1. Zeroth-order approximation. We derive an approximation to the qua-
sistationary exit rate asymptotically valid in the small-noise limit. For this purpose
we follow the procedure presented in [11] for irreversible diffusion processes. Here, we
note that the theory of [11] was derived for the case of a full-rank diffusion matrix,
which in our case would correspond to a full-rank matrix S. Unfortunately, S is diag-
onal with nonnegative, rather than strictly positive, entries, and thus the assumption
of full rank does not hold.2 Therefore, to employ the theory of [11], we must introduce
the following additional assumption on the exit surface:
(A.iii) 〈n(x), Sn(x)〉 > 0 for all x ∈ ∂Dl;

that is, we require there to be a diffusive probability flux in the direction orthogonal
to the exit surface. This assumption limits the types of transmission lines that can be
analyzed with the proposed approach. In particular, generator-generator (including
slack-generator) lines do not satisfy this assumption for the proposed dynamics and
line failure models; however, they may be captured by incorporating dynamical equa-
tions for the voltage magnitudes (and corresponding excitation noise) at the generator
buses as in [13]. Fortunately, generator-generator lines are relatively insignificant in
practice, since most generator-generator lines contain an intermediary substation. To
illustrate this point, we evaluate the number of generator-generator lines in sixteen
IEEE cases (that are identified by the number of buses they contain) and range in
size from nine buses to 9,241 buses (with a mean of 2,302 buses). The IEEE cases are
widely used synthetic models that resemble actual power systems.3 In these IEEE
cases, generator-generator lines are either uncommon or can be addressed by intro-
ducing a fictitious bus between the two nodes. Only one such line exists in the IEEE
30-bus system (see Figure 2.2(b)), and across the remaining systems, the proportion
of such lines ranges between 0% and 30% (with each case falling under 7% except for
the IEEE 118-bus system at 30%).

Having addressed this technical challenge, we can employ the results of [11].
Specifically, injecting the transverse decomposition of the drift of (2.7), derived in Ap-
pendix A, into (4.25) of [11], we obtain the following zeroth-order expression for the
quasistationary exit rate in integral form:
(2.17)

λτ0 =

∫
∂Dl

√
det HessH(x̄)

(2πτ)d
exp

[
−H(x)−H(x̄)

τ

]
〈(J + S)∇H(x), n(x)〉 dA(x).

We can see that in the limit τ → 0, the value of this integral is dominated by the

2Zero elements correspond to the generator angle equations due to T>2 (Dd)−1T2.
3The IEEE cases were developed mainly for steady state analysis, but they are also frequently

used for dynamic analysis due to their availability.
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contribution of the exponential term exp {−[H(x)−H(x̄)]/τ} in the vicinity of the
exit point. Therefore, we can employ the Laplace method for multiple integrals [52] to
obtain a formula for the leading asymptotic behavior of the exit rate. This calculation
is summarized in Appendix B. The resulting expression for the quasistationary exit
rate is

(2.18) λτ0 ∼
τ→0
∇>H(x?)S∇H(x?)

√
det HessH(x̄)

2πτ |B?|
exp

[
−H(x?)−H(x̄)

τ

]
,

where B? is a factor accounting for the curvature of ∂Dl in the vicinity of x? (see
(2.16)), given by

(2.19) B? ≡ ∇xH(x?)>L−1∇xH(x?) detL, L = HessH(x?)− kHess Θl(x
?),

and k is the Lagrange multiplier on the Θl constraint in the constrained optimization
problem of the exit point (2.16).4 For convenience, we refer to the subexponential
term as the prefactor and the exponential term as the energy factor and write

(2.20) λτ0 ∼
τ→0

C?C0(x̄)

τ1/2
exp

[
−∆H

τ

]
,

where we define

(2.21) C? :=
∇>H(x?)S∇H(x?)√

2π|B?|
, C0(x̄) :=

√
det HessH(x̄),

and for convenience we also define (with implicit dependence on a line of interest)

(2.22) ∆H := H(x?)−H(x̄).

It follows that the MFPT is given by ET τ∂Dl ∼τ→0
1/λτ0 .

Our zeroth-order expression for λτ0 has the following properties. First, it is
straightforward to evaluate, since it requires solving only two optimization problems
(an unconstrained optimization problem for x̄ and a constrained optimization problem
for the exit point x?, (2.16)) and computing the curvature factor. Second, it shows
how the exit rate (and thus the probability distribution of line failure times) depends
on the properties of the network. Namely, the rate depends on the properties of the
network directly through the energy function H(x) and the matrix S, and indirectly
through the values of x̄, x?, and B?.

2.4.2. First-order approximation. Next we extend the applicability of the
zeroth-order failure rate to finite temperature regimes. Temperature enters the ex-
pression for line failure rate (2.20) in two competing ways. As temperature decreases,
the subexponential prefactor (C?C0(x̄)τ−1/2) increases and the exponential energy
factor (exp[−∆Hτ−1]) decreases. In the small-noise limit, the effect of the prefactor
is dwarfed by the contribution of the energy factor. In the large-noise limit, the τ−1/2

dependence in the prefactor leads to nonphysical behavior. Specifically, the failure
rate decreases as temperature exceeds a “critical” temperature τ of the same order of
magnitude as ∆H where the energy factor contribution is approximately unity, and
the system is expected to fail more easily in this regime.

4In numerical computation, we compute (2.18) and related expressions using the magnitude of
det HessH(x̄).
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We note that the subexponential prefactor stems from the normalization constant
of the (quasi)stationary distribution pτst (see (2.8)). A higher-order analysis of pτst
results in a modification to the failure rate, and we offer a brief physical justification
of its appropriateness.

First, we examine the higher orders of the WKB approximation [4] for the sta-
tionary distribution pτst given by

(2.23) pτst(x) =
Cτst(x)

τ1/2
exp

[∑∞
j=0Hj(x)τ j

τ

]
,

where H0(x) = −H(x) and Hj for j = 1, . . . are unknown functions of x. We show
in Appendix C that for the power grid model we consider, the higher-order terms
in the exponential are constant in x (depending only on x̄) and can be absorbed
into the subexponential prefactor. The argument is built order by order in τ using
the Fokker–Planck equation for the stationary density pτst(x). For each order, we
use the result that the previous order approximation is constant in x and the two
properties of the power grid model: (i) the matrix S is constant, and (ii) F (x) :=

divJ∇H(x) + 〈A(x), S∇H(x)〉 = 0, where Ai(x) =
∑d
j=1 ∂ijSij(x) (see Appendices A

and C for more details).
Second, we examine the corrections that come from the expansion of the prefactor

Cτst(x). We have chosen an expansion in integer powers of τ given by

(2.24) Cτst(x) =

n∑
j=0

Cj(x)τ j .

We show in Appendix C that

(2.25) Cτst(x) =

n∑
j=0

Cj(x̄)τ j ,

where the Cj(x̄) in (2.25) are constants. As in the case of the higher-order terms in
the exponent, the argument is again built order by order in τ and utilizes the same
properties of the power grid model (see Appendix C for more details).

Using a zeroth-order approximation of the prefactor (as in (2.18)), we obtain for
the failure rate

(2.26) λτ0 ∼
τ→0

C?C0(x̄)τ−1/2 exp

[
−∆H

τ

]
.

Similarly, using a first-order approximation of the prefactor, we obtain for the failure
rate

(2.27) λτ1 ∼
τ→0

(
C?C0(x̄)

τ1/2
+
C??C1(x̄)τ

τ1/2

)
exp

[
−∆H

τ

]
for new constants C?? and C1(x̄).

Determining analytical approximations of C1(x̄) and C?? requires a more detailed
analysis of the quasistationary distribution. Instead, we present a heuristic supported
by numerical evidence (Figure 2.4). In particular, at τ ≈ ∆H, the exponential factor
is of order 1 and does not significantly influence the failure rate, which is dominated by
C?C0(x̄)τ−1/2. To interpolate between the low-temperature asymptotics dominated
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by the energy factor and the high-temperature asymptotics dominated by ατ1/2 (for
α > 0), we take α = C?C0(x̄)τ−1/2 to match the coefficient of the zeroth-order failure
rate (2.26) at τ = ∆H. This amounts to taking

(2.28) C1(x̄) = C0(x̄) and C?? =
C?

∆H
,

which has the added benefit of not requiring estimation of further parameters. From
a physical perspective, we expect the failure rate to increase with temperature. The
form we propose aligns with this intuition and interpolates between two regimes at
the hypothesized critical point.

2.5. Numerical validation of the asymptotic exit rate. The goal of our
numerical experimentation is to study the asymptotic properties of the failure rate
theory expressed in (2.26) and (2.27). In particular, our experiments explore the
theory’s ability to measure system stability directly via initial operating conditions.
The theory employed in subsection 2.4 provides guidance only for the small-noise limit,
and we focus first on exploring asymptotic behavior before turning to the question
of quantifying when such a regime might begin (if at all). In the remainder of this
section, we present our simulation methodology and discuss our numerical findings.

2.5.1. Methodology. As introduced in section 1, the unconditional failure prob-
lem that we are concerned with measures the system’s first exit through ∂Dl for a
particular line l of interest, ignoring any previous transgressions through boundaries
associated with lines other than the line of interest. The related conditional problem
is the appropriate framework for computing the failure rate of practical interest, but
here we focus on the unconditional failure problem and return to the unconditional-
conditional failure issue in section 3.

To simulate an unconditional problem, we consider one boundary at a time and
treat the line l of interest as an isolated component in a modified network where
Θmax
k ≡ ∞ for lines k 6= l. Given specified operating conditions consisting of fixed

demand, generation, and network topology (which can be summarized in parameters
y5), the system is initialized at equilibrium point x̄ (2.6), the minimizer of the resulting
energy Hy(x). At equilibrium, we assume that the grid state is synchronized, meaning
that the momentum variables [ω]G∪S are identically zero. Operating parameters are
then augmented with dynamics parameters (including generator damping and masses)
to specify the energy function, which remains continuous for the duration of the sim-
ulation. Next, we assume that emergency line limits (Θmax) are scaled as a constant
factor of the base limits6 (see Figure 2.2(c)). We select an individual line l for study
and integrate the dynamics (2.7) with the Leimkuhler–Matthews (LM) method7 until
line l failure is observed. The procedure is summarized in Algorithm D.1.

We use the Matpower software package [37] implementation of the IEEE 30-bus
system [1] (see Figure 2.2(b)) as a problem instance. It is a standard test system that
contains six generators, 24 loads, and 41 transmission lines and was chosen in part
because it also specifies line limits. This avoids the nontrivial issue of setting limits

5For fixed demand (P and Q) data, only [V ]G∪S and [P g ]G need to be specified; these can be
obtained by solving an optimal power flow (OPF) [7, 19].

6Base limits are given by the first line MVA rating field in the IEEE case file format.
7The LM method is a modified Euler–Maruyama scheme in which each step’s stochastic increment

is an average of (a) the previous timestep’s standard Wiener increment, and (b) the current timestep’s
standard Wiener increment [27]. In [30], the LM method was found to be more accurate than either
vanilla Euler or Heun discretization schemes.
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(a)

Parameter Value

bl, l ∈ E from Matpowera

Dε 0.01b

Mg
i , i ∈ G ∪ S 0.0531c

Dgi , i ∈ G ∪ S 0.05c

Ddi , i ∈ L 0.005c

γ 1.0

τ varies

∆t varies, but ≈ 1e−6

Θmax
l , l ∈ E 1.2 × Matpower rateA

aFrom lossless assumption, Matpower
resistive elements (r) are set to zero. For
simplicity, so too are shunt and tap ele-
ments.

bSet experimentally to ensure that
voltages can adjust on subminute
timescales.

cValue from [55].

(b) (c)

Fig. 2.2. (a) Energy difference between equilibrium and line l failure point (H(x?l )−H(x̄)) for
each acceptable load-load line (left) and generator-load line (right) plotted against the total number
of failed lines at x?l . Particularly at dense connection points (such as buses 6 and 10), failure of a
certain line may require simultaneous failures at other lines. (b) IEEE 30-bus network diagram [23];
black lines/labels correspond to buses (“∼” denotes the presence of electrical generation and “←”
denotes the presence of electrical demand; node 1 is assumed to be the slack bus), red lines/labels
correspond to lines studied in subsection 2.5, and gray lines/labels correspond to lines not studied.
(c) Parameter table for dynamics simulations. The singular perturbation parameter Dε governs the
deviation from the power-flow manifold. Smaller values indicate closer proximity to the manifold but
are associated with larger load voltage magnitude fluctuations (both deterministic and stochastic).

appropriately [29], although a reasonable proxy might be to ensure a standard level of
system security, such as N -1 stability [2, 31]. Of the 41 total system lines in the IEEE
30-bus system, 40 satisfy the required assumptions for our exit analysis (assumptions
(A.i)–(A.iii); see also section 2.2.1 in [11]). Line 1 (Figure 2.2(b)) is a generator-
generator line and violates assumption (A.iii) as discussed in subsection 2.4.1. For the
set of 40 lines, we compute failure points, scan for pathologies (Definitions 3.2 to 3.4),
and stratify lines based on type (load-load, generator-load, or slack-load) and risk class
(high, medium, or low) using each line’s computed energy difference ∆H as a proxy
for risk. We then choose eight representative lines to study: one (nonpathological)
line from each risk class for both load-load and generator-load types, one slack-load
line (the only such line in the network that is a pathological line), and one additional
(nonpathological) high-risk line. For each simulation, we initialize the dynamics at

D
ow

nl
oa

de
d 

02
/2

0/
22

 to
 1

34
.8

4.
19

2.
10

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

220 ROTH, BARAJAS-SOLANO, STINIS, WEARE, AND ANITESCU

the same equilibrium point x̄ determined from the IEEE case file8 and integrate until
line l failure. We repeat failure experiments across temperatures ranging from τ = 1.0
to τ = 9.8× 10−7 (though the range of temperatures is line dependent and limited by
computational cost).

Briefly, we draw attention to a few details regarding the numerical implemen-
tation. First, we are limited in gathering low-temperature data. Using 40 parallel
processors, Monte Carlo simulations for an individual line were performed with an
approximate computation budget of 24 hours per line per temperature value. Given
the exponential scaling of the failure rate (2.27) at low temperatures, the limiting
experiment is the lowest temperature for each line. Second, since the additive noise
term in the stochastic port-Hamiltonian model (2.7) is independent of the state vari-
ables x, the Euler–Maruyama integration scheme is identical to the Milstein method
and has order-1 strong convergence9 [32, 21]. We also note that because the system
(2.7) originates from a singularly perturbed differential algebra equation model, the
dynamics are stiff and require a “small” timescale discretization in order to handle the
singular perturbation using simple explicit integrators. Determining an appropriate
∆t is case dependent, and in what follows we take steps on the order of 10−6 seconds.

2.5.2. Experimental results. The purpose of this section is threefold. First,
we present and discuss empirical convergence and applicability results from our un-
conditional failure simulations. Second, we return to the question of adjusting the
failure rate at high temperatures. Third, we discuss conclusions and limitations of
our experimental framework and note that ancillary simulation results are included
in the supplemental material.

Failure simulations and convergence diagnostics. Fundamentally, we are
concerned with understanding the approximation quality of (2.26) and (2.27) to char-
acterize unconditional failure rates for our model of grid dynamics (2.7). Relying on
the asymptotic theory of subsection 2.4, we use absolute logarithmic error (henceforth
δ, defined as | log(λτsim/λ

τ )|) as a metric for convergence. Absolute logarithmic error
symmetrically penalizes deviations from 1 and is measured in logarithmic units. We
compute δ for each line across the range of temperatures studied (findings are summa-
rized in Table 2.1) and present detailed diagnostics for two particular simulation cases
representing the best and worst lines (as measured by δ averaged across all temper-
ature experiments). Figure 2.3 displays the detailed convergence results for analytic
zeroth-order and the heuristically determined first-order failure rate approximations.

In Figure 2.3, we observe good agreement between the analytic rates and the
simulated rate as temperature decreases (Figures 2.3(I.a), (I.b) and 2.3(II.a), (II.b)),
as predicted by theory. In both cases, the ratio between simulated and approximate
failure rates shows encouraging progress toward unity as temperature decreases. The
relationship between approximation quality and temperature is moderated by numer-
ical parameters such as integration step size, but we find that numerical error can be
controlled by setting integration parameters appropriately. Accordingly, we expect
agreement to improve at smaller step sizes and lower temperatures. Further, we re-

8In the 30-bus system, we use demand and topology data from the case file and solve a lossless
OPF problem to determine dispatch settings. Under the prespecified line limits, a few lines are
heavily stressed at the resulting x̄ (lines 10, 29, and 35 have initial line energy loadings that are close
to 100% of their capacity, as specified by the RateA limits in the case files). For comparison, we
also solve the OPF without transmission losses and observe similar congestion, indicating that the
lossless assumption is not the cause.

9We expect this to hold for the LM scheme as well.
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(I.a) (I.b)

(I.c) (I.d)

Fig. 2.3. Unconditional line failure diagnostics for the best (5,000 simulations of line 10,
part (I)) and worst (500 simulations of line 16, part (II); see continuation of figure on following
page) experiments, based on δ (see Table 2.1). (a) Failure rate comparison across temperature. (b)
Asymptotic ratio across temperature. (c) (Scaled) histogram of unconditional failure times at lowest
temperature tested. (d) Histogram of voltage, angle, or frequency state variable at observed failures
relative to x̄i and x?i , where i corresponds to the bus index of (one of) the line’s connecting buses;
shown at lowest temperature tested.

mark that this behavior is typical across all lines studied, as evidenced by the average
(first-order) error of less than one logarithmic unit (see Table 2.1).

Panels (c)–(d) in parts I and II of Figure 2.3 present additional diagnostics. In
panel (c) in parts I and II, the distribution of exit times approximately follows an
exponential distribution parametrized by the reciprocal of the mean of the empirical
data, the simulated mean failure rate. This is encouraging because it indicates that
expressions (2.26) and (2.27) describe the distribution of failure times in addition to
the mean failure time. Further, at low temperatures, the zeroth- and first-order failure
rate expressions appear to provide a conservative approximation of the simulated
failure rate. In panel (d) in parts I and II, we display the value of voltage, angle, and
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(II.a) (II.b)

(II.c) (II.d)

Fig. 2.3. (cont.)

frequency state variables at simulated failure points. Since observed failures tend to
cluster around the lowest energy failure point x?, in our opinion this provides evidence
of the reasonableness of approximating the flux through the failure boundary by the
first-order Laplace approximation at x?.

Next we turn to the question of determining when the approximation belongs
to a “small-noise” or “large-noise” asymptotic regime. In Figure 2.3, panels (a)–(b)
in parts I and II show that τ ≈ ∆H is an approximate critical point for each line.
We remark that since ∆H is a line-dependent quantity, regime classification by this
measure is also line dependent. For example, as depicted in panel (b) in parts I and II,
the exponential factor begins to contribute for τ < ∆H in both simulations, and the
failure ratio begins to improve soon thereafter. Conversely, the prefactor contribution
begins to dominate for τ > ∆H. In the zeroth-order approximation, this regime results
in divergence of theory and simulation since the prefactor is dominated by τ−1/2 but
failure rate increases with increasing temperature. The first-order approximation
captures this intuition, however, and we observe that failure rate scaling of λτ ∝ τ1/2
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generally well approximates the simulated behavior (except for line 37, which exhibits
scaling λτ ∝ τ r for r > 1/2).

First-order approximation justification. In this section, we study the first-
order approximation of the failure rate from (2.27) (which we call the first-order
heuristic method) and estimate the prefactor constants C0, C

?, C1, and C?? based
on least-squares fits from simulation data (which we call the first-order empirical
method). To estimate the prefactor constants, we first transform the simulated fail-
ure rate data to the “prefactor” space by removing the contribution of the analytic
exponential factor. Since the analysis that results in the zeroth-order rate (2.18)
is valid in the small-noise limit, we fit Ĉ0 from numerical simulation data only for
temperatures such that τ � ∆H. We define this regime as 5τ < ∆H and estimate

(2.29) Ĉ0 = arg min
c

EC0
, EC0

:=

∥∥∥∥λτsim × exp

[
∆H
τ

]
− C? c τ−1/2

∥∥∥∥2

2

.

Across the seven lines studied in our experiments, we find that our estimate of Ĉ0 is
within an order of magnitude of C0(x̄) (see Figure 2.4).

Similarly, we estimate Ĉ1 from simulation data in the large-noise limit in the
regime where τ � ∆H. We define this regime as τ > 5∆H and estimate
(2.30)

Ĉ1 = arg min
c

EC1 , EC1
:=

∥∥∥∥λτsim × exp

[
∆H
τ

]
− (C?Ĉ0 + C?∆H−1 c τ)τ−1/2

∥∥∥∥2

2

after estimating Ĉ0 from (2.29). Across all lines studied in our experiments (excluding
the slack-load line for which we did not have high-temperature observations), we find
agreement to within an order of magnitude indicating that Ĉ1(x̄) ≈ C0(x̄) and that
our C?? approximation is reasonable. Across the range of lines and temperatures
studied, we note that the benefit from the empirical method is marginal—less than 0.2
logarithmic units (see Table 2.1) when compared with the heuristic method. We also
studied the inclusion of a fractional power τ1/2 in the prefactor estimate of (2.25), but
empirical estimation did not meaningfully improve the fit over the first-order method,
so we did not pursue higher fractional orders (3/2, 5/2, . . .). Because of this and the
convenience of not requiring any additional parameter estimation, we use (2.27) with
prefactor estimates from (2.28) in the remainder of this document.

Summary, impact, and limitations. Our numerical experiments provide ev-
idence in support of the applicability of large deviation theory to the problem of
unconditional line failure. Specifically, our simulations validate the low-noise be-
havior predicted by both zeroth- and first-order theories for nonpathological lines.
Outside the low-noise regime, we find that the first-order approximation introduces
additional robustness across a range of temperatures, and we observe an aggregate
mean error of around 0.7 logarithmic units across all lines and temperatures studied.
Since regime classification is line dependent, this robustness is particularly important
in “relatively” high-temperature cases where a line’s energy difference may be smaller
than the system’s ambient temperature. In these cases, the λ ∝ τ1/2 behavior of the
first-order theory generally coincides with our simulations, although in a single case
(line 37) the failure rate grew faster. For practical uses, the large-noise limit is less of
a concern, however; if a line is expected to fail in the near future, whether it fails in
the next second or the next fraction of a second is of less importance.

We acknowledge a number of limitations in our framework. First, the determinis-
tic power transmission model that we employ in (2.1) was developed for local stability
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Table 2.1
Mean absolute logarithmic error (δ̄ = N−1

∑N
i=1 | log(λi/ log λ̂i)| across N temperatures for

simulated rate λ and analytic rate λ̂) [46] and standard deviation of absolute logarithmic error (sd)
across all studied lines over all temperatures. The “Aggregate” row is computed from the combined
dataset.

Line 0th order 1st-order empirical 1st-order heuristic

Number Type Risk δ̄ (sd) δ̄ (sd) δ̄ (sd)

2a SL-PQ low 0.82 (0.49) 0.29 (0.19) 0.64 (0.45)

4 PQ-PQ low 1.20 (1.00) 0.31 (0.20) 0.49 (0.32)

10 PQ-PQ high 4.18 (3.37) 0.33 (0.20) 0.47 (0.31)

16 PV-PQ low 2.37 (1.44) 0.91 (0.82) 1.19 (0.94)

20 PQ-PQ med 2.59 (2.25) 0.51 (0.40) 0.70 (0.31)

29 PV-PQ high 4.32 (3.43) 0.46 (0.31) 0.64 (0.30)

35 PV-PQ high 4.58 (3.64) 0.50 (0.35) 0.55 (0.35)

37 PV-PQ med 2.76 (2.52) 0.91 (0.58) 0.86 (0.56)

Aggregate − − 2.88 (2.87) 0.53 (0.49) 0.69 (0.53)

aNo “high-temperature” observations for line 2; C1 taken as (2.28). Note also that line 2 is patho-
logical (Definition 3.2).

Fig. 2.4. Ĉ0/C0 and Ĉ1/C0 relative estimates from data. Marker size corresponds to the
number of data points used in the estimation.

analysis and hence is typically only valid near an equilibrium point; we assume that
the stochastic forcing is small enough that the dynamics are applicable.10 Next, we
were limited in exploring low-temperature (and, to a lesser extent, high-temperature)
regimes because of the computational cost. In addition, aside from potential model-
ing concerns such as appropriate system settings and network structure,11 the failure
rate is intimately connected to the system temperature, which may be difficult to
estimate.12

10A rough estimate is that the model may be valid for ± 5% deviations of the nominal operating
frequency, but a more detailed analysis, which depends both on the applicability of the power flow
equations and the dimension of the generator dynamics, is beyond the scope of this paper. We note,
however, that we do not model automatic controls such as generator droop control, which might be
necessary to accurately model larger voltage magnitude deviations (> 10%).

11The IEEE 30-bus system is an approximation of a portion of the American Electrical Power
System from the 1960s.

12One approach, proposed in [30], is to utilize the approximately ergodic properties of the system
(2.7) to compute the mean magnitude of power grid frequency fluctuations over a long period of
time.

D
ow

nl
oa

de
d 

02
/2

0/
22

 to
 1

34
.8

4.
19

2.
10

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SIMULATING CASCADING TRANSMISSION LINE FAILURE 225

Most notably, however, the simulation methodology discussed above handles the
tractable unconditional failure problem, but the conditional failure problem is of in-
terest in practice. Since conditional line l failures must avoid certain regions of the
state space (by definition, regions where other lines fail), computing the conditional
failure rate requires solving a different set of Fokker–Planck equations [38] to evalu-
ate the corresponding conditional exit rate. Solving the appropriate Fokker–Planck
equation may be nontrivial, and for the remainder of this document we treat the un-
conditional failure rate as an approximation of the conditional failure rate. In the next
section, we present numerical evidence in support of the claim that the approximation
is reasonable in the low-noise limit.

3. Approximating the conditional failure rate. At this time, we do not
have a general approach for modeling and validating conditional failure rates. In fact,
the numerical simulation of conditional failure experiments for a single line could be
computationally prohibitive if the line of interest has a failure rate significantly lower
than the top few failure rates, in which case failures of the desired line become nearly
impossible to observe. For the 30-bus model, we have observed that conditional sim-
ulation results align with the unconditional failure rate for the line with the largest
failure rate at temperatures studied in Figure 2.3, but at finite temperatures, the
approximation may become problematic for lines without significant separation be-
tween failure rates. Motivated by the engineered structure of the power grid, and to
avoid this computational issue while extending our study to the majority of lines, we
instead study the validity of the unconditional failure rate as an approximation for
the conditional failure rate in the low-noise limit from the computationally tractable
optimization perspective.

Since power systems are sparsely connected and designed to prevent simultaneous
line failures, state variables that contribute to line l’s energy often do not significantly
influence the line energies of other lines. Accordingly, we anticipate that the regions
of state space that correspond to line l failure are in some sense isolated from regions
of state space that may trigger other failures, especially at low loadings (see [18]).
Based on these observations, we make the following hypothesis.

Hypothesis 3.1 (conditional failure approximation). The conditional failure rate
can be well approximated by the unconditional failure rate in the low-noise limit.

In the remainder of this section, we study the implications of this hypothesis and
its validity by analyzing both failure points and failure paths via optimization.

3.1. Nested failure point analysis. A direct indicator that the unconditional
failure problem will be a poor approximation of the conditional failure problem is the
presence of multiple failures associated with an unconditional failure point (2.16). For
a line l of interest, such a scenario indicates that the lowest energy failure point x?

is contained within the failure region of another line. The lowest energy failure point
such that only the line of interest is tripped can be computed by the “conditional”
NLP formulated as

min
x

H(x)(3.1a)

s.t. Θl(x) = Θmax
l ,(3.1b)

Θk(x) ≤ Θmax
k −ε ∀k ∈ A,(3.1c)

where A is the set of acceptable lines (those which are still active and exclude line
l) and ε is a small positive parameter that enforces strict/loose conformity. When

D
ow

nl
oa

de
d 

02
/2

0/
22

 to
 1

34
.8

4.
19

2.
10

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

226 ROTH, BARAJAS-SOLANO, STINIS, WEARE, AND ANITESCU

(3.1) is infeasible, the line of interest will never fail by itself, meaning that the line’s
failure region is nested entirely within the region of another line and that the MFPT
theory is not applicable. When (3.1) is feasible, however, the unconditional problem
provides a low-noise asymptotic upper bound on the failure rate. We summarize the
scenario as follows.

Definition 3.2 (nested pathology). A transmission line has a conditionally nest-
ed failure region if its conditional failure point problem (3.1) is infeasible. Similarly, a
transmission line is unconditionally nested if the solution to its unconditional failure
point problem (2.16) results in line failures besides the line of interest.

To quantify the prevalence and impact of nestedness, we proceed in two steps.
First, we determine prevalence by computing the proportion of infeasible conditional
NLPs across all system lines (for conditional nestedness) and the proportion of NLP
solutions (2.16) that trigger multiple lines (for unconditional nestedness), as summa-
rized in Figure 3.1(a). We scan for nestedness in both the IEEE 30-bus and 118-bus
systems [37], which we augment with physical parameters from Figure 2.2(c).13 Sec-
ond, we use (2.27) to compare failure rates computed at both the conditional and
unconditional failure point solutions, as summarized in Figure 3.1(b)–(c).

(I.a) (I.b) (I.c)

(II.a) (II.b) (II.c)

Fig. 3.1. Nested failure diagnostics for 30-bus (I) and 118-bus (II) IEEE systems. (a) Empirical
cumulative counts of total number of line failures associated with line l failure as a function of
(unconditional) energy difference ∆H. One line failure means that line l is the only line to fail.
(b) Unconditional failure rate computed at unconditional failure rate and relative error (versus
unconditional failure rate computed at conditional failure point) ordered from largest ∆H to smallest
∆H. (c) Empirical cumulative distribution function of relative error.

In each problem instance, we observe that the majority of the system’s lines
are neither conditionally nor unconditionally nested. Furthermore, we find (i) that
nestedness becomes rarer in the larger system, and (ii) that more vulnerable (lower
∆H) lines have a lower rate of nestedness than the overall system rate. Three of forty

13The 118-bus case file does not contain line limits, so we set limits to ensure a standard measure
of system security (N -1 security, defined and studied in [31, 2]).
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lines in the 30-bus system exhibit conditional NLP infeasibility, but only three of 131
lines studied in the 118-bus system do (see Figures 3.1(I.b) and 3.1(II.b)). Similarly,
fifteen lines are unconditionally nested in the 30-bus system, but only eighteen lines are
in the 118-bus system (see Figures 3.1(I.a) and 3.1(II.a)). Additionally, we observe
that the set of conditionally nested lines is a subset of the set of unconditionally
nested lines, indicating that unconditional nestedness is a useful proxy for conditional
nestedness. As expected for nonnested lines, panels (b)–(c) of Figure 3.1 show that
the relative error between failure rates (2.27) computed from the conditional failure
point and the unconditional failure point is small (below 10−5). For unconditionally
nested lines, larger errors are observed, indicating that such lines cannot be studied
by the theory in subsection 2.4. Across all lines, about 75% of the lines in the 30-bus
case have a relative error less than 1%, and about 85% of the lines in the 118-bus
case have relative error less than 10−5. We find these results encouraging, not only
because nestedness is uncommon, but also because the low energy difference lines that
are the limiting factors for system reliability exhibit lower rates of nestedness. For
larger systems, we expect that nestedness will become even less prevalent, and we use
the unconditional failure point (2.16) when computing individual failure rates.

3.2. Nonisolated failure point analysis. When considering failure bound-
aries in isolation of each other, the constrained energy minimization problems (2.16)
and (3.1) may have multiple local solutions, since they are nonconvex, nonlinear pro-
grams. Solutions that are isolated from each other are straightforward to diagnose;
in the limit of low noise, the minimal energy solution will dominate. Conversely, lines
whose constraint intersects a level set of the energy function cannot be handled by
the asymptotic theory. We collect such cases in the following definition.

Definition 3.3 (nonisolated pathology). A line l is pathological in the noniso-
lated sense if solutions to the unconditional failure problem form a continuum in state
space.

We study isolatedness by solving the unconditional NLP from 100 randomly ini-
tialized seeds corresponding to perturbed solutions of the initial dispatch point, in
addition to one seed at x̄. For those problems that converge, we round the failure
point x? to four digits of accuracy and obtain a lower bound for the number of iso-
lated solutions. We compute the failure rate at each isolated solution and compare
the rates with unconditional failure rate (that is, the solution to the unconditional
NLP initialized at the operating point x̄).

In the vast majority of lines studied numerically, the presence of multiple solutions
does not pose a significant problem to failure rate estimation (see Figure 3.2), and
hence lines with nonisolated solutions are in some sense “pathological.” In Figure 3.2
we find good agreement between the maximum failure rate (across isolated solutions)
and the x̄-initialized failure rate across both test systems, especially for lines with
higher unconditional failure rates. In the larger system, we observe that increased
NLP complexity contributed to an increased prevalence of local minima. In the 30-
bus system, across all non-generator-generator lines, 78% of NLP solutions find a
single failure point, 20% find two, and 2% (line 13, a unique case of an isolated load
connected to the network through another load) find a continuum of failure points.
In the 118-bus system, across all non-generator-generator lines, 44% of NLP solutions
find a single failure point, 40% find two, 8% find three, and 7% find four. Ultimately,
solutions initialized at x̄ well approximate the lowest energy minimizer obtained from
multiple restarts in both test cases.
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(a) (b)

Fig. 3.2. Study of multiplicity of solutions to (2.16). First-order failure rates (2.27) computed
at τ = 10−3; the y-axis shows the maximum first-order failure rate computed across solutions to
the randomly initialized unconditional NLP (2.16), and the x-axis shows the first-order failure rate
computed from the solution to (2.16) initialized at x̄. The blue line indicates perfect agreement. (a)
30-bus system. (b) 118-bus system.

We remark that violation of the applicability conditions (A.i)–(A.iii) can be de-
tected first by inspection (that is, by line type) and second by solving the uncondi-
tional NLP. Optimality conditions require ∇H(x?) = k∇Θl(x), and if k < 0, we can
conclude that conditions (A.i) and (A.ii) are not satisfied at x?. In practice, we have
observed numerical satisfaction of the applicability criteria near x?, although this is
not consistent along the entire boundary ∂Dl of the safety region (2.11).

3.3. Failure path analysis. Another indicator that the unconditional problem
will poorly approximate the conditional problem is if the most likely exit path from
the equilibrium to the constrained energy minimizer passes through a region of state
space which triggers another line failure. We collect such instances in the following
definition.

Definition 3.4 (dynamically inaccessible pathology). A line l is pathological in
the (dynamically) inaccessible sense if the most likely exit path triggers line relays for
lines k 6= l.

We study inaccessibility by computing the most likely exit path of the dynamics
through the boundary ∂Dl. For the power system dynamics (2.7), the most likely exit
path solves the backwards problem (see section 2.1.1 in [11] and Chapter 4, Theorem
3.1 in [20])

(3.2) φ̇xt = S∇H(x) + J∇H(x), φx0 = x?, t ≤ 0.

By numerically solving (3.2) backwards in time, we compute failure paths for each
line in both the IEEE 30-bus and 118-bus networks and find that the majority do
not trigger other line failures. In particular, we remark that uniformly increasing the
line limits generally separates failure pathways in state space, as shown in Figure 3.3.
Similarly, although not directly comparable because of network differences, a com-
parison of failure pathways under N -1 secure line limits in both 30-bus and 118-bus
systems indicates that well-designed limits also increasingly tend to separate in higher
dimensions. In summary, the most likely exit path analysis provides evidence in favor
of using the unconditional failure rate as an approximation of the conditional failure
rate in realistic models at low temperatures.
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(a) (b) (c)

Fig. 3.3. Study of fluctuation dynamics paths displaying number of unintended failures along
the pathway between x? and x̄ for each line in the 30-bus system (see the supplemental materials for
more detail). (a) Standard (Matpower) line limits. (b) Line limits uniformly increased by 10%. (c)
Line limits uniformly increased by 100%.

4. Chemical kinetics Markov model. In this section, we introduce a chemical
kinetics-inspired Markov model of cascading line failure under specified operating
conditions. Specifically, we interpret the unconditional failure rate (2.27) as a chemical
“reaction rate” in the sense of transition state theory (see [3] for a recent overview)
and aggregate individual rates into a composite model derived from kinetic Monte
Carlo (KMC, also known as dynamic Monte Carlo) methods. KMC methods were
developed to discretize a system’s continuous dynamical behavior into a sequence of
distinct events representing transitions between discrete states that occur at known
rates [49]. An attractive feature of these models is that if the rates corresponding to
mutually exclusive events are both correct and independent of the preceding states,
then the event-based system evolves at the same timescale as the original system
[49, 41].

Our model discretizes the dynamics of (2.7) by employing the first-order failure
rate expression (2.27) to catalog transition rates such that each event corresponds
to (i) an individual line failure, and (ii) an irreversible transition to an increasingly
degraded operating point. By storing an on-the-fly event list and rate catalog in
a weighted directed acyclic graph (DAG), we can generate realizations of possible
failure pathways by traversing the DAG rather than by integrating the dynamics of
(2.7). The event-based approach can generate sequences of transmission line failures
with computational effort that is independent of the temperature τ . As a result, the
method allows for the study of cascades in settings that may otherwise be intractable
because of the prohibitively high computational cost of direct numerical integration at
low temperatures. Below, we detail the model structure and simulation methodology
(subsection 4.1), its assumptions (subsection 4.2), and our numerical experiments
(subsection 4.3).

4.1. DAG failure pathways and Markov simulation. The organizing prin-
ciple of the DAG is to enumerate all possible failure paths between the fully oper-
ational topological network state (equivalently, energy surface) S0 (where no lines
have failed) and the fully degraded topological network state S∞ (where all lines have
failed). In this context, each directed edge hierarchically links two energy surfaces, S
and S′, such that S′\S contains the set of failed lines linking S to S′ and its weight
is specified by the transition rate from S to S′. For simplicity, we disregard simulta-
neous line failures so that edges connect only topological states that are separated by
a single line failure.

At state S, under certain assumptions described in subsection 4.2, the failure rate
to any child state λS→S′ can be computed directly from the information contained in
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the parent state S and hence defines a Markov process. Specifically, the set of line
failures in S (in conjunction with the original dispatch data) defines an energy surface
with equilibrium minimizer x̄S , and the computation of failure point x?S→S′ proceeds
as before (2.16). Since the failure rate model depends only on the combination of failed
lines in a topological state S, the full DAG G = (V, D) composed of vertices V and
directed edges D (depicted in Appendix E) can be expressed with a number of vertices
that scale exponentially rather than combinatorially. Once all such topological states
have been enumerated, failure sequences can be generated by traversing the graph
according to the relative weights of each edge.

In order to enumerate the DAG, three inputs are required: (i) an initial network
topology, (ii) dispatch data (which defines an initial operating point), and (iii) a set
of exogenous dynamics parameters (including temperature τ and physical parameters
like damping and mass). The first input determines each vertex in V as well as the
hierarchical interconnections of each edge in D, while the second two inputs determine
the weights of each edge. In this way, the entire DAG stems from the original dis-
patch point. For nontrivial networks, enumerating every possible vertex in the graph
a priori is infeasible, so we employ a depth-first search of the failure pathway space
to enumerate “likely” sequences of failures, as summarized in Algorithm E.1.

4.2. Markov model hypotheses and evidence. The efficient exploration of
the combinatorial state space of likely failure pathways depends on identifying sus-
ceptible lines at each vertex. We use the unconditional failure rate model (2.27) as a
proxy for susceptibility along each directed edge.

To compute directed edge weights for the Markov model using transition state
theory, we rely on the notion of “equilibration” for the stochastic dynamics (2.7).

Definition 4.1 (equilibration). A stochastic process has equilibrated if its law
has converged to an appropriate quasistationary distribution.

Following a line failure in the continuous power grid dynamics (2.7), the system
has equilibrated according to Definition 4.1 if (after updating the susceptance matrix
B), an ensemble of trajectories from the parent state has relaxed to a quasistationary
distribution over the child state. In certain cases, however, the process may fail to
equilibrate or may fail to do so in an amount of time that is negligible relative to the
time of the next failure. The theory in section 2 does not handle the computation
of failure rates for processes that have not equilibrated, so we propose the following
hypothesis.

Hypothesis 4.2 (rarity of nonequilibration). Instances of nonequilibration are un-
common when modeling cascading line failure.

Researchers have shown that there exist deterministic failure pathways between
cascade topologies [53], but we assume that such cases are rare. Hypothesis 4.2
allows for the formulation of conditional and unconditional failure rate problems for
individual lines. Though the conditional failure problem gives the correct line failure
rates at each level, we rely on Hypothesis 3.1 and its encouraging validation results
to justify computing edge weights via the unconditional failure rate (2.27).

Next we study the reasonableness of Hypothesis 4.2. Symptoms of equilibration
can be observed numerically since it is known that the distribution of first exit times
for a Markov process that has equilibrated is approximately exponential [12].14 While

14In fact, a positive exponential moment of the failure time distribution is a necessary condition
for the existence of a quasistationary distribution [12].

D
ow

nl
oa

de
d 

02
/2

0/
22

 to
 1

34
.8

4.
19

2.
10

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SIMULATING CASCADING TRANSMISSION LINE FAILURE 231

we cannot definitively verify equilibration via simulation, we can identify lack of equi-
libration. To explore equilibration, we return to studying the dynamics (2.7) in the
30-bus system. Specifically, we initialize an ensemble of trajectories at points of fail-
ure in degraded networks (according to failure sequences generated by the Markov
model), randomize each trajectory’s momentum variables (angular frequency), and
simulate dynamics until the first overall line failure. Equilibration experiments in
Figure 4.1 are performed on the longest sequence of failures generated by the Markov
model and carried out at decreasing temperatures until computation time exceeds 2
hours. Convergence in failure time distribution toward an exponential distribution is
presented in Figure 4.1.

In Figure 4.1, we summarize convergence toward an exponential distribution (or
lack thereof) in two ways, first visually and then quantitatively. Panels (a)–(c) vis-
ually demonstrate an example of lack of equilibration across decreasing temperatures
(each at the same topology), indicating the presence of deterministic failure path-
ways as studied in [53]. Similarly, panels (d)–(f) visually demonstrate an example of
successful equilibration across decreasing temperatures (each at the same topology).
Together, panels (a)–(f) offer a visual key for interpreting the quantitative summary
of failure time distribution convergence summarized in panel (g). In particular, panel

(g) displays mean absolute deviation δ̄ := 1
N

∑N
i=1 | log(q̂i/qi)| across (i) temperature,

and (ii) number of initially failed lines (i.e., failure-“index”), where q̂i denotes the ith
quantile of the empirically observed failure time distribution and qi denotes the ith
quantile of the exponential distribution fitted to the empirical data.

Along this particular line failure sequence, we find that in topologies with fewer
line failures (i.e., a lower failure-index), the distribution of first failure times tends to
approach a Dirac delta function in the zero noise limit, thus indicating lack of equi-
libration. In fact, line failures in Figure 4.1(c) correspond to a deterministic failure
pathway associated with a single dynamically inaccessible line (line 32). Furthermore,
the failure to equilibrate in the child state is a likely indication that the child state’s
equilibrium may not be genuinely metastable (that is, the relaxation time exceeds the
first passage time). Accordingly, when failure times do not follow an approximately
exponential distribution, we believe that the reason is the presence of dynamically
inaccessible lines that dominate the most likely equilibration pathways. At higher-
indexed topologies (those with a greater number of line failures), however, we observe
that the system generally exhibits equilibration in the low-noise limit. This indicates
that the higher-indexed topologies are relatively stable and that the dynamically inac-
cessible lines have previously failed. At moderately higher temperatures, we observe
approximate equilibration in the majority of cases, even at topologies with multiple
dynamically inaccessible lines. In such cases, noise appears to stabilize the equili-
bration pathway (see Figure 4.1(a)), even at unstable operating points that contain
dynamically inaccessible lines.

In summary, results in Figure 4.1(g) indicate the existence of both “stable” and
“unstable” equilibration pathways at various levels of degradation (i.e., failure-index),
but this relationship is moderated by temperature such that there appears to be an
intermediate regime (10−2 to 10−4) where approximate equilibration is the predom-
inant response. These results provide encouraging evidence in support of the claim
that at moderate temperatures, equilibration is not a strong assumption, even for
unstable operating points.

4.3. Experimental results. In this section, we explore the practical implica-
tions of the Markov model. Validating the model against “real” data is difficult since
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(a) (b) (c)

(d) (e) (f)

(g)

Fig. 4.1. Equilibration diagnostics. Panels (a)–(f) show observed and (estimated) exponen-
tial failure time distributions. (a)–(c) 4 failures at τ = 10−2, 10−5, 10−6. (d)–(f) 21 failures at
τ = 10−1, 10−2, 2.5× 10−3. (g) δ̄ measures mean error between observed and (estimated) exponen-
tial failure time distribution across different temperatures and levels of network degradation (i.e.,
“index”).

cascades are rare events and line failure data is often private. One point of reference,
however, is the timestamped line status data provided by the Bonneville Power Ad-
ministration (BPA [9], part of the Western Interconnect with thousands of buses),
which has been analyzed by Dobson and collaborators [17, 16].

The dataset contains times of line outage and reinstatement events, and following
[16], cascades can be constructed by appropriately grouping outages that occur in close
succession to one another. Specifically, Dobson separates successive outage events by
event time according to two bandwidths: one that determines failures that are part of
the same cascade (failures occurring within 60 minutes of each other), and one that
determines failures that are part of the same generation (failures occurring within 1
minute of each other within the same cascade) [39].

His results indicate that the distribution of the number of cascades containing g
generations is approximately governed by a power law with exponent −s [17] and that
the number of generations is a useful measure of cascade severity [56]. Furthermore,
s (the negative of the Zipf distribution slope) can be interpreted as a measurement of
the system’s risk of cascading failure, called SEPSI (system event propagation slope
index).

From observed BPA outage frequency data, we estimate SEPSI by maximum
likelihood based on the first nine generations. In Figure 4.2(a), Dobson computes
SEPSI of 3.02 for similar data, and the choice of nine generations best aligns with
the SEPSI calculated in [17]. Dobson finds that SEPSI ranges from 2.2 to 3.2 under
various grid operating conditions [17].

SEPSI provides a tractable metric for comparing observed failure data with sim-
ulated failure data, and we study the Markov model’s capability of producing “real-
istic” cascades through estimates of SEPSI. To generate raw failure data for cascade-
processing, we repeat 100 independent experiments of Algorithm E.1 in the IEEE
118-bus system. Each repetition generates a sequence of timestamped line failures
which continues until either the entire network collapses or the cumulative sequence
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time exceeds 1010 seconds.15 We then aggregate failures to count the frequencies of
cascades and generations under 1-hour and 1-minute bandwidth assumptions [17, 16],
assuming that the timescale of the dynamics is in seconds. In this way, each repetition
can generate multiple sets of cascades from topologies that are related to the original
topology through the appropriate number of line failures. Hence it also allows for
exploring network stability after likely configurations of initial lines have failed.

(a) (b) (c)

Fig. 4.2. Empirical failure proportion versus Zipf fit (estimated from the first nine generations).
(a) SEPSI computed from 6,563 cascades from BPA outage data. (b) SEPSI computed from 1,100
cascades from the Markov model at τ = 10−3. (c) Aggregated Zipf residuals from Markov model at
twelve temperatures between 10−4–10−2.

Findings in Figure 4.2 indicate that the Markov model is capable of reproduc-
ing sequences of cascading line failures with approximate power law behavior. The
quality of the power law relationship is moderated by network configuration, system
temperature, and the cascade-splitting mechanism, but across a range of parameter
configurations, we have observed variations in SEPSI that fall within the realistic
range.

Across a range of system temperatures, we find that observations exhibit oscil-
latory behavior around the power law (Figure 4.2(c)). An analysis of logarithmic
residuals (defined as log(pg/p̂g), where pg is the empirical proportion of cascades with
g generations and p̂g is the Zipf prediction) indicates that the Zipf fit overestimates
the number of cascades with two generations (though we do not expect this amount
to be of practical significance in realistic situations). The moderate over- and under-
estimation varies with generation and may be attributable to the network’s size. In
larger networks, we expect our preliminary results to stabilize.

We next discuss some numerical properties of the Markov model. First, the com-
putational effort of generating cascading failure sequences is significantly more stable
than that of direct numerical integration. At higher temperatures, direct integration
may outperform the Markov model, but at temperatures where numerical integra-
tion may by prohibitively expensive, the computational cost of the Markov model is
fixed and involves only solving a sequence of NLPs. Such examples may occur in
intermediate stages of the cascade where the system settles into a relatively stable
configuration. Second, solution of individual NLP problems to determine the set of
outgoing failure rates at each failure level can be parallelized and therefore should
have positive scaling properties for larger networks. Third, once the majority of dom-
inant Markov pathways have been computed, cascade generation amounts to scanning
a lookup table and generating exponential random variables.

15We choose a long stopping time (1010 seconds) to introduce variability in the original network
topology to better reflect the heterogeneous conditions across which the BPA data were collected.
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Limitations. The Markov model can reproduce approximate power law behav-
ior for cascades with N generations under certain parameter settings, but it is limited
by its complex dependence on tunable parameters, including system temperature
and cascade-generation timescale. The choices of system temperature and cascade-
generation bandwidths affect the intracascade failure time properties of the Markov
model, and it is not clear how best to determine these without numerical experi-
mentation. The faithfulness with which the Markov simulator can reproduce failure
sequences corresponding to numerical integration of the network depends on the va-
lidity of the reequilibration assumption (Hypothesis 4.2). Our discussion from sub-
section 4.2 leads us to believe that this is not a significant effect. We also note that
the BPA data is not directly comparable to the failure data generated by the Markov
model, since the BPA data allows for line reconnection, whereas the Markov model
has no such mechanism. A continuous mechanism for line reinstatement and ana-
lytic adjustments to the system’s energy function is introduced in [54], but we do not
address this extension.

5. Conclusions. In this article, we described a transition rate theory approach
to modeling both individual and cascading transmission line failure in power systems.
We introduced the interpretation of individual line failures as large-deviation events
on an energy surface defined by a first-principles model of the power system, and
we derived expressions for the asymptotic failure rates. Although the power grid dy-
namics (2.7) were modeled as an irreversible SDE, their close relation to a gradient
system (by virtue of the transverse decomposition of the drift vector field) provided
a framework for analytical treatment of the problem of first escape through a divid-
ing surface. In the limit of small noise, validation results indicated that our analytic
approximations were well suited for determining the unconditional failure rate of any
applicable network line. Further, a first-order expansion of the prefactor suggested a
modification that increased the approximation’s applicability to higher temperature
regimes as well. In the first-order model of line failure (2.27), we observed an aver-
age (absolute) logarithmic error of 0.7 across all experiments and inferred that the
model is capable of describing the failure mechanism of isolated transmission lines in
a restricted network.

Next we studied the applicability of the unconditional failure model in the context
of realistic networks, relaxing the assumption of studying line failure as an isolated
phenomenon. We described various network pathologies (Definitions 3.2 to 3.4) and
their potential effects on the validity of the unconditional failure model as an approx-
imation to the conditional failure model. From numerical experiments, we inferred
that the prevalence and impact of these pathologies in realistic networks is relatively
limited. In addition, such pathologies are related to network parameters (e.g., line
limits) that can be adjusted.

We incorporated individual models of line failure into a finite-temperature, KMC-
based Markov model to simulate cascades. The Markov model generates cascades by
traversing a directed graph containing edges with weights specified by the individual
line failure model. Computation within a cascade sequence can be parallelized, and
once dominant pathways have been computed, simulation amounts to finding values in
a lookup table (albeit an exponentially large one) and generating exponential random
variables. Our numerical experiments show that under certain parameter settings,
the Markov model can approximate the power law behavior of empirically observed
cascades. Tuning the Markov model parameters is currently based on experimentation
(in particular τ , making the interpretation of cascade timescales difficult for use in
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engineering applications); however, we anticipate that future research will address
this issue, as well as the following potential directions:

1. Further explore the relationship between temperature, cascade splitting pa-
rameters, and cascade severity for describing cascade behavior.

2. Refine the cascade sampling mechanism by sampling cascades from an appro-
priate joint distribution composed of initiating failure events (prior to KMC)
and subsequent failure events (from KMC) to aid in estimating system tem-
perature.16

3. Analyze the qualitative features of failure time sequences of cascades.
4. Explore alternative characterizations of cascade severity beyond SEPSI (in-

cluding the number of outages in a cascade or generation and the amount of
load lost in a cascade).

5. Introduce mechanisms for line reconnection.
6. Consider more complex stochastic drivers, including flux-decay dynamics and

voltage excitation perturbations per [13] to extend the applicability of the
failure rate analysis to generator-generator lines.

7. Relax the lossless power flow assumption.

Appendix A. Transverse decomposition of the port-Hamiltonian dy-
namics. Bouchet and Reygner [11] note that a stochastic differential equation of the
form

(A.1) dxτt = −K∇U (xτt ) dt+
√

2τσdWt

for potential U and any appropriately sized (constant) matrix K with symmetric part
1
2 (K +K>) = σσ> has two salient properties:

1. Its generator preserves stationarity of the Gibbs measure.
2. It possesses a natural transverse decomposition of the drift.

Denoting symmetric and antisymmetric components by S = 1
2 (K + K>) and J =

1
2 (K−K>), respectively, we can express our model (2.7) in the form of (A.1). Specif-
ically, we can perform a transverse decomposition of the port-Hamiltonian drift term
into

(A.2) b(x) := (J − S)∇H(x) = −S∇H(x) + `(x),

with `(x) := J∇H(x). Since J is skew-symmetric, we have that 〈∇H(x), `(x)〉 = 0.
By the same property, we also have div(`(x)) = div(J∇H(x)) = tr(J∇2H)(x) = 0
(using the cycle property of the trace operator and symmetry of the Hessian). Hence,
despite being irreversible, the dynamics (2.7) preserve the Gibbs measure and do not
introduce any “non-Gibbsianness” into estimates involving the stationary density.

Appendix B. Derivation of the quasistationary exit rate. The surface
integral in (2.20) can be evaluated by using the Laplace method. Specifically, we are
interested in evaluating the asymptotic leading term of integrals of the form∫

x∈∂Dl
v>(x)n(x)e−f(x)/τ dS(x), τ → 0,

where the minima of f(x) along the surface ∂Dl is unique and is not a critical point
of f(x). In the limit τ → 0, the integral is dominated by the contribution due to
e−f(x)/τ around x? = arg minx∈∂Dl f(x).

16Based on discussion with Ian Dobson.
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To evaluate the leading term, we parametrically represent ∂Dl ≡ {x : Θl(x) =
Θmax
l } in the vicinity of x? by

x = x(u), u = (u1, . . . , ud−1)> ∈ ∂Dl,

where u denotes orthogonal curvilinear coordinates so that x? = x(u?). Formula (5.20)
of [52, Chapter 9] provides the leading term, which reads
(B.1)∫

v>(x)n(x)e−f(x)/τ dS(x) ∼ (v>n)(x?)D(u?)(detB)−1/2(2πτ)(d−1)/2e−f(x?)/τ ,

where

B = Hessu f(x(u?)), D(u) =
√

detJ>(u)J (u), Jij(u) =
∂xi
∂uj

, J ∈ Rd×(d−1).

To write detB in terms of f(x) and Θl(x), we employ formula (3.24) of [52], which
reads

(B.2) detB =
D2(u?)

|∇f(x?)|2
B?,

where

(B.3) B? =

d∑
p=1

d∑
q=1

∂f(x?)

∂xp

∂f(x?)

∂xq
cofpq [HessH(x?)− kHess Θl(x

?)] ,

and k is a constant such that ∇f(x?) = k∇Θl(x
?). In the NLPs (2.16) and (3.1), k

corresponds to the Lagrange multiplier on the line energy constraint.
We now evaluate these expressions for the stochastic port-Hamiltonian model.

First, we have the equivalencies f(x) = V (x̄, x) = H(x) − H(x̄) and v(x) = (J +
S)∇H(x). Second, we have

(v>n)(x?)D(u?)(detB)−1/2 = (v>n)D(u?)
|∇f(x?)|
D(u?)

√
B?

=
(v>∇f)(x?)√

B?

=
1√
B?
∇>H(x?)(J + S)>∇H(x?)

=
1√
B?
∇>H(x?)S∇H(x?),

because n = ∇f(x?)/|∇f(x?)|, given that f(x?) over ∂Dl has its minimum on x?,
and ∇>H(x?)J∇>H(x?) = 0. Substituting this expression above into (B.1) leads
to (2.18).

We also note that ∇Θl(x) points outwards of Dl. Furthermore, given that f(x)
over ∂D is minimal at x?, ∇f(x) is parallel and in the direction of n(x). Therefore,
∇f(x?) and∇Θl(x

?) point in the same direction, so that k = |∇f(x?)|/|∇Θl(x
?)| > 0.

Substituting into (B.2) results in (2.19).

Appendix C. Higher-order expansion of the exponent and the prefactor
of the stationary density. We use the same notation as the zero-order analysis for
the stationary density that can be found in [11]. For the first order of the expansion
in the exponent (using up to j = 1 in (2.23)), we assume

(C.1) pτst(x) =
Cτst(x)

τ1/2
exp

[
−H(x)

τ
+H1(x)

]
,
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where H1(x) is an unknown function of x. We plug (C.1) for the density into the
stationary Fokker–Planck equation

(C.2) τ

d∑
i,j=1

∂ij [Sij(x)pτst(x)] =

d∑
i=1

∂i [ b(x)pτst(x)] ,

where b(x) is given by (A.2). We now collect terms in orders of τ . We follow section 3
in [11] and use the properties of the power grid model that (i) the matrix S is constant,

(ii) F (x) := divJ∇H(x)+〈A(x), S∇H(x)〉 = 0, and (iii) Ai(x) =
∑d
j=1 ∂ijSij(x). The

equation of order τ−1 (eikonal) is the Hamilton–Jacobi equation for the quasipotential.
Using the eikonal equation and the aforementioned properties, the equation of order
τ0 gives

(C.3) 〈∇(logCτst(x) +H1(x)), S∇H(x) + J∇H(x)〉 = 0.

Through the method of characteristics we obtain

(C.4) Cτst(x) = Cτst(x̄) exp
[
−H1(x) +H1(x̄)

]
and for the stationary density

(C.5) pτst(x) =
Cτst(x̄)

τ1/2
exp

[
−H(x)

τ
+H1(x̄)

]
.

Thus, the contribution from the first-order term H1(x) in the exponent is a constant
that can be absorbed in the prefactor. We note that we would arrive at the same
result even if F (x) 6= 0. However, starting from the second order and onwards, the
condition F (x) = 0 is required in order to show the contribution of only constants
from the higher-order terms in the exponent.

Using a similar analysis (albeit with more involved algebra), one can show that
the second-order approximation (using up to j = 2 in (2.23))

(C.6) pτst(x) =
Cτst(x)

τ1/2
exp

[
−H(x)

τ
+H1(x) + τH2(x)

]
becomes

(C.7) pτst(x) =
Cτst(x̄)

τ1/2
exp

[
−H(x)

τ
+H1(x̄) + τH2(x̄)

]
,

and thus the contributions of the first- and second-order terms can be absorbed in
the prefactor. Similarly, one can show that all the higher-order terms in the exponent
end up contributing constants. We omit the details.

For the expansion of the prefactor we use the expression (2.24). The analysis to
show that all terms contribute a constant (in x) is performed in a similar way as for
the expansion of the exponent. For example, for the first order (n = 1 in (2.24)) we
have

(C.8) pτst(x) =
C0(x) + τC1(x)

τ1/2
exp

[
−H(x)

τ

]
.

We plug (C.8) into (C.2) and collect terms in orders of τ. From the equations at orders
τ−1, τ0, and τ1 and using properties (i) and (ii) above for the power grid model, we
find C0(x) = C0(x̄) and

(C.9) 〈∇C1(x), b(x) + 2S∇H(x)〉 = 〈∇C1(x), S∇H(x) + J∇H(x)〉 = 0.
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Using the method of characteristics, we get C1(x) = C1(x̄), and so

(C.10) pτst(x) =
C0(x̄) + τC1(x̄)

τ1/2
exp

[
−H(x)

τ

]
.

The analysis for the higher-order terms in the prefactor expansion proceeds in a similar
way. We omit the details.

Appendix D. Failure rate dynamics algorithm. The procedure for uncon-
ditional failure rate simulation is summarized below.

Algorithm D.1 Line l unconditional failure.

Require: Equilibrium point x̄, system parameters y, temperature τ , step size ∆t, and line limits
Θmax
l

Construct J and S per (2.3)
x← x̄
Θl ← Θl(x)
t← 0
while Θl < Θmax

l do

x← x+ (J − S) · ∇xHy(x)∆t+
√

2τ
√
S∆W

t← t+ ∆t
Θl ← Θl(x)

end while

Appendix E. Markov model. The rejectionless, on-the-fly Markov simulation
procedure is described below.

Algorithm E.1 Rejectionless (Markov) KMC Model.
Require: Network line data NL, network state NS , equilibrium point x̄, system parameters y,

temperature τ , and stopping time tmax

Initialize topological network state: S ← {∅}
Initialize DAG: G ← (∅, ∅)
Initialize time, state, and unfailed lines: S ← NS , t← 0, U ← {NL}
while t≤tmax or S 6≡S∞ do . For full blackout state S∞

Compute x̄S (more detail in supplemental material) and update U for any failed lines
for l ∈ U do

Look up or compute x?
S→{S ∪ l} (more detail in supplemental material)

Compute λτ
S→{S ∪ l} from x̄S and x?

S→{S ∪ l}
V ← V ∪ {S ∪ l}
D ← D ∪ λτ

S→{S ∪ l}
end for
Compute aggregate rate: λS→S′ =

∑
l λS→{S ∪ l}

Sample failure time: draw ∆t ∼ Exp (λS→S′ )
Sample failure line: draw l′ proportionally from aggregate rate λS→S′
t← t+ ∆t; S ← S′ ≡ {S ∪ l′}; U ← U\l′

end while

The entire discrete event space for a four-line model is enumerated in Figure E.1.
Each edge of the Markov model relates the rate of failure from an equilibrium

point x̄ to a failure of a given line l through a failure point x?. In degraded surfaces,
the computation of x̄ may result in (i) a nonphysical solution (for example, one with
low voltage at a given bus, bus-i), or (ii) direct infeasibility. We encounter both cases
in the Markov model and adjust the solution procedure by shedding load [33]; see the
supplemental material for further details.

Acknowledgments. We thank Christopher DeMarco, Ian Dobson, Charles
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{0}

{1} {2} {3} {4}

{1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}

{1, 2, 3} {1, 2, 4} {1, 3, 4} {2, 3, 4}

{1, 2, 3, 4}

Fig. E.1. (Unweighted) Hasse diagram of all possible failure states for a four-line (labeled 1,
2, 3, and 4) model. Each node contains a topological state S, and the (directed) edges represent
transitions to further degraded surfaces S′ (from left to right). Each directed edge represents an

additional line failure l (where l = S′\S) and is weighted by λS
′
S , the analytic transition rate between

S and S′.

REFERENCES

[1] 30bus Matpower Case File, https://matpower.org/docs/ref/matpower5.0/case30.html (ac-
cessed: 2020-09-28).

[2] O. Alsac and B. Stott, Optimal load flow with steady-state security, IEEE Trans. Power
Apparatus Syst., 93 (1974), pp. 745–751.

[3] J. L. Bao and D. G. Truhlar, Variational transition state theory: Theoretical framework
and recent developments, Chem. Soc. Rev., 46 (2017), pp. 7548–7596.

[4] C. M. Bender and S. A. Orszag, Advanced Mathematical Methods for Scientists and Engi-
neers I: Asymptotic Methods and Perturbation Theory, Springer Science & Business Media,
2013.

[5] A. R. Bergen and C. L. DeMarco, Application of Singular Perturbation Techniques to Power
System Transient Stability Analysis, Tech. Rep. UCB/ERL-M84/7, Electronics Research
Laboratory, UC Berkeley College of Engineering, 1984.

[6] A. R. Bergen and D. J. Hill, A structure preserving model for power system stability analysis,
IEEE Trans. Power Apparatus Syst., 100 (1981), pp. 25–35.

[7] A. R. Bergen and V. Vittal, Power Systems Analysis, 2nd ed., Pearson, 2000.
[8] S. Bolognani and F. Dörfler, Fast power system analysis via implicit linearization of the

power flow manifold, in 2015 53rd Annual Allerton Conference on Communication, Control,
and Computing, IEEE, 2015, pp. 402–409.

[9] Bonneville Power Administration, BPA Outage and Reliability Reports, https://
transmission.bpa.gov/Business/Operations/Outages/ (accessed: 2019-09-04).

[10] F. Bouchet, K. Gawedzki, and C. Nardini, Perturbative calculation of quasi-potential in
non-equilibrium diffusions: A mean-field example, J. Statist. Phys., 163 (2016), pp. 1157–
1210.

[11] F. Bouchet and J. Reygner, Generalisation of the Eyring-Kramers transition rate formula
to irreversible diffusion processes, Ann. Henri Poincaré, 17 (2016), pp. 3499–3532.
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